Adopting Description Logics to NLP:
Towards the Formal Semantics of the
Natural Language



What is Natural Language Processing(NLP)?

Teaching Natural Language to Computers

- NLP : Teaching computers to understand language

- Humans can understand natural language easily
However, computers are not...
- Major Difficulties in NLP

Vague objective : What is the Semantic of natural language?
Data sparsity : Zipf's Law




What is Natural Language Processing(NLP)?

Zipf's Law : Sparsity of the Natural Language
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The distribution of word frequencies in the novel "Ulysses”

- Most words are very ‘Rare’!!




Meaning Representation(MR) of Natural Language

Two Major Paradigms

- Why MR?
- A computable, standardized representation of natural language

- "Believed” to carry semantics of natural language
- Two Major Approaches

- Symbolic Representation Approach
- Vector Representation Approach




MR of Natural Language: The Symbolic Approach
Symbolic Approach

- Symbolic MR

Adopting meta-language for Semantic Representation
- Usually First-Order Logic, Lambda-Calculus Style
ex) Aristotle is a human = Aristotle € human

- Pros & Cons
- Pros : Human-readable

Cons : Difficulty in sparsity handling / verification




Cons of Symbolic MR

Why does sparsity matter?

- Consider following three sentences;

1. Aristotle is a male.
2. Aristotle is a man.
3. Man is mortal.

male mortal

Aristotle man




Cons of Symbolic MR

Why does sparsity matter?

Aristotle is a male.

male

Aristotle

Aristotle € male




Cons of Symbolic MR

Why does sparsity matter?

Aristotle is a male.

male

Aristotle

Aristotle € male

Aristotle is a man.

Man

Aristotle

Aristotle € man




Cons of Symbolic MR

Why does sparsity matter?

Aristotle is a

male

Aristotle

Aristotle C

Aristotle is a man.

Man

Aristotle

Aristotle € man




Cons of Symbolic MR

Why does sparsity matter?

Aristotle is a

Aristotle

Aristotle C

Aristotle is a man.
Man is

Man

Aristotle
Aristotle € man

man S
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Cons of Symbolic MR

Why does sparsity matter?

mortal

male ~ man

Aristotle
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Cons of Symbolic MR

Why does sparsity matter?

Aristotle is a

Man

Aristotle

Aristotle C

Man is
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MR of Natural Language: The Deep-Learning Approach

Deep Learning Approach

Vector as MR

Extract abstract features automatically from text data

Vector of Features

Example: Big Five Personality Trait Test
Express personality as 5-dimension vectors

Openness to experience - 19

Agreeableness 195
Conscientiousness 42

Negative emotionality - 50

Extraversion 58
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MR of Natural Language: The Deep-Learning Approach

Very Quick Introduction to word2vec

- How do we represent a word as a vector?

- "You shall know a word by the company it keeps” - J.R.Firth
Word2vec Scheme

- Express word as a vector
- Train the vector to contain semantics of each word
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MR of Natural Language: The Deep-Learning Approach

Very Quick Introduction to word2vec

output/label
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MR of Natural Language: The Deep-Learning Approach

Very Quick Introduction to word2vec

Trained Language Model

Task:
Predict the next word

Output

Prediction
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MR of Natural Language: The Deep-Learning Approach
Very Quick Introduction to word2vec

Country and Capital Vectors Projected by PCA

China:
Beijing
Russia:
Japan
Moscow

Turkey Ankara Tokyo

Poland:

Germany-
France Warsaw

» Berlin
Italy: Paris

c-»Athens

Greece: Rome

Spain

Portdgal
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MR of Natural Language: The Deep-Learning Approach

Deep Learning Approach

- Word - Vector. How about sentences?
- Words - sequence of vectors - sentence vector!

ENCODER DECODER
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Pros of vector-based MR

The Chinese Room Nowadays....

rexy pnoner  anarmchair in the shape of an avocado. an armchair imitating an avocado
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Cons of vector-based MR

So "what” Actually Happens in the Room?

King — man + woman ~= queen

King

man

woman
King—man+woman

queen
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Why Symbolic + Distributional?

Benefits of Augmenting Distributional Semantics

Distributional Semantic Augmented Formal Semantic

- Probabilistic Deduction : Deduction to Classification
ex) P(Aristotle € male — Aristotle € man)
= P(mankind € human)

- mankind € human : classification problem
- Solvable by embedding
- Interpretable reasoning
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Symbolic MR of this Paper: sent2dl

Sentence > Description Logic
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Symbolic MR of this Paper: sent2dl

Quick Introduction to DL

Description Logic Formula :

SCVV.0=Sc{x|3y,V(x,y) Ay € 0}
- S5, 0 : Set

-V : Relationship (a binary predicate)

Ex)

{Moon} E VOrbitsAround. (=Star)
Planet E VYOrbitsAround. Star
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Symbolic MR of this Paper: sent2dl|

Sentence > Description Logic

—: OrbitsAround




Symbolic MR of this Paper: sent2dl|

Quick Introduction to DL : Solar System Example

Universe Planet —: OrbitsAround

\
w-\ &

{Moon} E VOrbitsAround. (~Star) Planet E YOrbitsAround. Star
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Symbolic MR of this Paper: sent2d|

Sentence > Description Logic

Recursive / Iterative Composition

- Make parse tree of a given sentence

- Preprocessing : 2t 2& 28, FO0| & AR 44X S

- Re-parse processed sentence segments

- Recursively get formula corresponding to each
constituent

- Compose subtree-formulae according to the rules

Recursively transform SOV-sentence to DL Formula

sent2dl(SOV — sentence)
= sent2dl(S) E Vsent2dl(V).sent2dl(0)
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Symbolic MR of this Paper: sent2dl

Sentence - Description Logic Example

ex) GlAl 28 Het

O -1
kt= =AM 2 NCRHO AIE 14X F7|0M 10-022
(s €HRUC

- =% Preprocessing

- kt= Z7[0A 10-022 5= LY,

[olr——

- NC2t| A& 1458 d7|71 == 0| AM ERICE.

= A




Symbolic MR of this Paper: sent2dl

Sentence - Description Logic Example

ex) OA| & Het
kt= =2 0AM ST NCRIe| AlZ 14417 Z7[0[M 10-022
Ols= &+ RO
- =& Re-parse
- (VP
(NP-SBJ kt=)
(NP-AJT A 7[0f| M)
(NP-AJT 10-02 £)
(NP-OBJ L& S
(VP EHSUCE))




Symbolic MR of this Paper: sent2d|

Sentence > Description Logic Example

ex) O A| 27 3l
e S2A0IA 2l NCHe| AIZ 14XHE F7|0IA 10-022
thSS Ayt

- = SEI0| &= rule HE

ex) (VP (NP-SBJ) (NP-AJT*) (NP-OBJ) (VP)) 2| 8%,
f(NP — SBJ) E Vf(NP — AJT) o f(VP). f(NP — OBJ)
of 7% Xg
- MAHBEL2Z depth?t 2@ EE|7t & M{7HX| HE, 2 20|=
base-rule M-&
ex) (NP (kt NNP) (= JX)) > {kt}
- 1 = HS (Principle of Compositionality)
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Augmenting Distributional Semantics to Logical Formula

Giving Similarity Between Logic Formulae

Given two DL Formulae

S, C VV,.0;

S, S VV,.0,
Distance between formulae is defined as
sim(Sy,S,) + sim(Vy,V,) + sim(04, 0,)
where
sim(a,b) = w2v(a,b), a,b € Vocab
= {n(gr)l’%n(b)}[ | Z w2v(i,j)], a,bis Set

ierm(a),jen(b)
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Experimental Verification

On unsupervised sentence clustering

Dataset : Baseball match recap data
Benchmark

- Benchmark 1 : Multitask-Learning

- Sentence Representation Learning Task via Quick
Thought

- Seqg2Seq based Neural Machine Translation Task
- Benchmark 2: Sentence-Bert

- Sentence-transformer?| multilingual &4 &&
Metric : AMI , NMI
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Experimental Verification

0.12 / 047

0.11 /0.48




Experimental Verification

Example Results
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Conclusion

- Things done

- Tried to Merge vector-based MR and symbolic MR
- Made Description-Logic based MR

Only SYNTAX, no interpretation/formal semantic

- Indirectly verified via unsupervised clustering task
Further TODOs

- Assign formal semantics to proposed language
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